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Abstract 

The paper describes one of the methods of data acquisition in data mining models 

used to support decision-making. The study presents the possibilities of data 

collection using the phases of the CRISP-DM model for an organization and presents 

the possibility of adapting the model for analysis and management in the decision-

making process. The first three phases of implementing the CRISP-DM model are 

described using data from an enterprise with small batch production as an example. 

The paper presents the CRISP-DM based model for data mining in the process of 

predicting assembly cycle time. The developed solution has been evaluated using real 

industrial data and will be a part of methodology that allows to estimate the assembly 

time of a finished product at the quotation stage, i.e., without the detailed technology 

of the product being known.  

1. INTRODUCTION 

Processing massive amounts of data to support decision-making processes is becoming 

increasingly important in corporate strategies (Krcmar & Helmut, 2015; Laudon et al., 

2010). Recent large database mining projects are by far dominated by the CRISP-DM 

methodology (Shearer, 2000) developed by MIT (42% of applications). In the second place 

there are proprietary methodologies (19%) and in third place the methodology SEMMA 

proposed by SAS (13%) (Rohanizadeh & Moghadam, 2009; Moutinho & Huarng, 2015). 

The CRISP-DM model describes in detail how to collect and analyze data that can be 
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further processed and build models from it for corporate decision-making. CRISP-DM 

allows the creation of a data mining model tailored to specific needs. 

This paper is developed using the CRISP-DM (Cross Industry Process Model for Data 

Mining) methodology that follows a goal-oriented approach. It is a mature approach that 

continues to be widely accepted in data mining projects through data machine learning 

mining algorithms (Ayele, 2020). This methodology provides a life cycle approach in 

methodology for the knowledge discovery process in databases (Martinez-Plumed, 2019). 

First, information on business objectives was collected, which is used in the data 

mining process. The CRISP-DM methodology allows this task to be carried out in  

a structured and transparent way. The next very important step was to understand the data 

and select qualitative data. This step is crucial - it helps to prevent unexpected problems in 

the next phase. The data preparation phase was the longest and most labor-intensive phase 

of the CRISP-DM process so far. Subsequent phases will systematically follow the phases 

described in the CRISP-DM model (Cheng, 2023). 

Data for the model was obtained from a small-batch production company that 

assembles machines. The company's production process is carried out in production cells. 

The assembly of the machine begins with the frame, on which, using an overhead crane 

and a forklift, the mechanical elements, pneumatics, electrical board, and cabinet are 

successively mounted. In the final stage, covers are installed. 

A research problem that has arisen is the lack of ability to predict machine assembly 

times at the quotation stage, a stage at which detailed assembly technology has not yet 

been developed. The aim of this paper is to present the concept of an intelligent system for 

the prediction of assembly times of complex products using artificial neural networks. In 

particular, the main input and output factors for predicting the duration of the assembly 

process are identified and analysed. 

2. BUILDING OF DATA MINING MODELS 

Data mining provides direct benefits in business decisions (Smyth, Hand & Mannila, 2001; 

Nisbet, Elder & Miner, 2009). The process of building a decision model in data mining consists of 

four major steps (Hastie, Tibshirani & Friedman, 2001):  

 initial exploration,  

 model building with pattern identification,  

 model evaluation and verification,  

 implementation and application of the model to new data to obtain predicted values 

or classifications. 

Exploration is the initial stage of model building, which begins with data preparation 

(Surma, 2009). It mainly includes cleaning and transformation, separation of subsets of 

records and selection of data attributes, the purpose of which is to reduce the number of 

analyzed variables to a level that allows us to effectively perform analysis (this level 

depends on the data mining methods used). Once the data is prepared, the further course of 

exploration depends on the specific problem we want to solve. Exploration can involve a 

wide variety of methods, from simple selection of predictors using linear regression to 

sophisticated examination of the data using various graphical and statistical methods, the 

purpose of which is to select the most important features and determine the overall nature 
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and complexity of the model for the second stage of data mining. To conduct successful 

data mining projects, in many cases, interdisciplinary collaboration between different 

domain experts is required (Choudhary, Harding & Popplewell, 2006). 

In the model building and evaluation stage, various models are considered, after which 

the best one is selected. The evaluation criterion is the quality of prediction, that is, the 

correctness of determining the value of the modeled variable and the stability of the results 

for different samples. At first glance, the selection of the best model may seem a fairly 

simple task, but in practice, it is sometimes a complicated process. There are many 

different methods for evaluating models and selecting the best one. Often techniques based 

on comparative evaluation of models (competitive evaluation of models) are used, which 

involves applying individual methods to the same data sets and then selecting the best one 

or building a composite model (Zaskórski & Pałka, 2012). 

The techniques for evaluating and combining models, which are a key part in data 

mining, boil down to the following: 

 aggregation of models (voting and averaging - bagging), 

 model amplification (adaptive sampling), 

 combining models (boosting), 

 generalizing models (stacking, stacked generalizations), 

 learning models (meta-learning). 

The final stage of building a data mining model is implementation and application, in 

which the model produced and found to be the most suitable model is applied to the new 

data. The finished model is applied to obtain predicted values or classifications (Sturm, 

2000). 

Quite an important concept used when building a data mining model is model 

aggregation (bagging), as well as voting (voting) and veraging (veraging). Model 

aggregation involves a method of predicting multiple models of the same type obtained for 

different learning sets or multiple models of different types obtained for the same data set. 

Modeling in this case of a continuous variable creates a procedure called averaging, and in 

the case of qualitative variables on classification undertakings, constitutes voting. The use 

of model aggregation enables more accurate and reliable results for complex relationships. 

It is also used to solve the problem of instability and small discrepancies in the results 

obtained when using a complex method for a small data set. In case of highly divergent 

results, the model amplification method can be used. 

Model amplification (boosting) is used to build successive models for the data and 

determine the weights for the main model. The first model is built with the same weights 

for all cases, and in subsequent stages the case weights are modified to obtain more 

accurate predictions for those cases for which earlier models gave erroneous predictions. 

The amplification also makes it possible to create a sequence of models, each of which is 

patterned in making predictions for cases that the preceding models failed to handle. 

Data preparation and verification is extremely important in the data mining process. 

Analyzing excessive and redundant data without solving the above problems results in 

misleading results, especially during the creation of a data mining model used to predict 

various activities and events, or the future. Data reduction in data mining refers to 

activities aimed at aggregating data into a form that is easier to perceive and process (Han, 

Kamber & Pei, 2011). Simple tabular techniques, descriptive statistics and more 
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sophisticated techniques such as cluster and principal component analysis are used to 

reduce data. 

Implementation and application in data mining means applying the results of the 

analysis to new data. It is used in so-called predictive data mining and in model-free 

classification. Once a satisfactory model or segmentation is obtained, these results should 

be applied so that predicted values or segment memberships can be quickly obtained. A 

very popular method of model building is the drill-down analysis technique. In data 

mining, it involves an interactive examination of data, most often for large databases. The 

process of data drill-down begins by performing simple cross sections against several 

variables (time, distance, region). A variety of statistics, summaries and summaries are 

determined for each group. At the lowest level, referred to as the bottom, we have access to 

elementary data, which is the primary source of power for the model.  

In data mining, the term "machine learning" is often used, understood as a general term 

for model fitting algorithms. Unlike traditional statistical data analysis, in which we 

estimate population parameters using statistical methods, in machine learning data mining 

the emphasis is on the accuracy and utility of the predictions, or on the accurate description 

of the resulting data. Meta-learning is also used in predictive data mining models to 

combine the results of multiple models into a single generalized model. This technique is 

particularly useful when the models are of different types (Frawley, Piatetsky-Shapiro & 

Matheus, 1998). This method is often applied to the results of a pooled model, obtained by 

meta-study, which can be applied repeatedly. However, in practice, it increases the amount 

of computation, and the obtained improvement of models is less and less significant. The 

implementation of complex data mining (data mining) projects in business organizations 

requires the coordinated efforts of experts, specialists and analysts from different 

departments of the organization.  

In order to achieve the expected result, a specific methodology is required, which can 

serve as a scenario for how the process of collecting and analyzing data, disseminating 

results and checking the benefits of implementing the model project should be organized. 

One of the main methods for building a data mining model is the CRISP (Cross-Industry 

Standard Process for Data Mining) method. This method has become a widely available 

standard for the data mining process (Gröger, Niedermann & Mitschang, 2012). 

3. THE CHARACTERISTICS OF CRISP-DM 

CRISP-DM is an industry-independent data mining process model. The CRISP-DM 

approach offers many advantages in terms of data preparation, modeling and evaluation 

steps (Weller, Roesmann, Eggert, von Enzberg, Gräßler, Dumitrescu, 2023).  It consists of 

six iterative stages, from business understanding to implementation. Figure 1 shows the 

phases of the data mining process. 
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Fig. 1. Phases of the CRISP-DM reference model (Hubera et al., 2018) 

 

The sequence of the phases is not rigid. Moving back and forth between different 

phases is always required. The outcome of each phase determines which phase or which 

specific phase task should be performed next. The arrows indicate the most important and 

frequent dependencies between phases. The outer circle in Figure 1 symbolizes the cyclical 

nature of data mining itself. Data mining is not over once a solution is deployed. The 

lessons learned during the process and from the deployed solution can trigger new, often 

more focused business questions. Subsequent data mining processes will benefit from the 

experiences of previous ones (Chapman et al., 2000; Hubera et al., 2018; Santos & 

Azevedo, 2005).   

In the following, we outline each phase briefly (Chapman et. Al. 2000; Schröerab, 

Kruseb & Gómezb, 2020): 

1) Business understanding – This initial phase focuses on understanding the project 

objectives and requirements from a business perspective, then converting this 

knowledge into a data mining problem definition and a preliminary plan designed to 

achieve the objectives. The business situation should be assessed to get an overview of 

the available and required resources. The determination of the data mining goal is one 

of the most important aspect in this phase. First the data mining type should be 

explained (e. g. classification) and the data mining success criteria (like precision). A 

compulsory project plan should be created. 

2) Data understanding – The data understanding phase starts with an initial data 

collection and proceeds with activities in order to get familiar with the data, to identify 

data quality problems, to discover first insights into the data or to detect interesting 

subsets to form hypotheses for hidden information. 

3) Data preparation – The data preparation phase covers all activities to construct the 

final dataset (data that will be fed into the modeling tool(s)) from the initial raw data. 

Data preparation tasks are likely to be performed multiple times and not in any 

prescribed order. Tasks include table, record and attribute selection as well as 
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transformation and cleaning of data for modeling tools. Data selection should be 

conducted by defining inclusion and exclusion criteria. Bad data quality can be handled 

by cleaning data. Dependent on the used model (defined in the first phase) derived 

attributes have to be constructed. For all these steps different methods are possible and 

are model dependent. 

4) Modeling – In this phase, various modeling techniques are selected and applied and 

their parameters are calibrated to optimal values. Typically, there are several techniques 

for the same data mining problem type. Some techniques have specific requirements on 

the form of data. Therefore, stepping back to the data preparation phase is often 

necessary. In general, the choice is depending on the business problem and the data. 

More important is, how to explain the choice. For building the model, specific 

parameters have to be set. For assessing the model it is appropriate to evaluate the 

model against evaluation criteria and select the best ones. 

5) Evaluation – At this stage in the project you have built a model (or models) that 

appears to have high quality from a data analysis perspective. Before proceeding to 

final deployment of the model, it is important to more thoroughly evaluate the model 

and review the steps executed to construct the model to be certain it properly achieves 

the business objectives. A key objective is to determine if there is some important 

business issue that has not been sufficiently considered. At the end of this phase, a 

decision on the use of the data mining results should be reached. 

6) Deployment – Creation of the model is generally not the end of the project. Even if the 

purpose of the model is to increase knowledge of the data, the knowledge gained will 

need to be organized and presented in a way that the customer can use it. It often 

involves applying “live” models within an organization’s decision-making processes, 

for example in real-time personalization of Web pages or repeated scoring of marketing 

databases. However, depending on the requirements, the deployment phase can be as 

simple as generating a report or as complex as implementing a repeatable data mining 

process across the enterprise. In many cases it is the customer, not the data analyst, who 

carries out the deployment steps. However, even if the analyst will not carry out the 

deployment effort it is important for the customer to understand up front what actions 

need to be carriedout in order to actually make use of the created models. 

 

Figure 2 summarizes the main inputs to the deliverables. This does not mean that only 

the inputs listed should be considered – for example, the business objectives should be 

pervasive to all deliverables. However, the deliverables should address specific issues 

raised by their inputs. 
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Fig. 2. CRISP-DM reference model [Chapman, Clinton, Kerber, Khabaza, Reinartz,  

Shearer, Wirth 2000] 

4. BUSINESS UNDERSTANTING / DATA UNDERSTANTING 

The purpose of data mining is to seek an answer to the question of how to estimate the 

assembly time of a finished product at the quotation stage, i.e., without the detailed 

technology of the product being known. In the case of a large amount of data, finding the 

optimal solution to the problem requires analyzing all the data related to the assembly of 

the machine and finding relationships between related data. An artificial neural network 

will be helpful here, which can be used to determine and estimate time in the assembly 

process planning (Brzozowska & Gola, 2021). The development of the model with the use 

of ANN can be based on the following steps: development of training and test sets and 

finding the best SANN structure. 

Preliminary results conducted on simulation data helped to determine what input factors 

should be considered for the model. The assembly process was analyzed and the features 

(attributes) that affect the time norm were selected (Fig. 3).  By inputting into the model 

the inputs of part availability, resource availability and novelty factor after running the 

model, a predicted/estimated machine assembly time will be generated at the output of the 

model. 
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Fig. 3. Inputs to the model 

5. DATA PREPARATION 

In view of the previous steps of the CRISP-DM process, in which both the business 

case and the data representing that objective were identified, the next step is to perform 

data preparation. 

The data for the survey process was extracted and prepared through an ETL (Extract 

Transfer Load) process. In this process, the first step was to export data from the level of 

the company's domain systems. As part of this step, the native functionalities of the 

information systems solutions were used. Data was extracted from both ERP (Enterprise 

Business Planning) and BI (Business Intelligence) reporting systems. In addition, flat files 

were also exported as a direct source of reporting at the operational level. 

RESOURCE 
AVAILABILITY

• Electric brigade - does it occur 

• Electric brigade - scheduled time 

• Electrical brigade - actual time

• Mechanical brigade - whether present 

• Mechanical brigade - scheduled time 

• Mechanical brigade - actual time

• Commissioning brigade - whether present

• Commissioning brigade - scheduled time

• Commissioning brigade - actual time

• Automation brigade - whether present

• Automation brigade - scheduled time 

• Automation brigade - actual time

• Quality control brigade - whether present

• Brigade quality control - scheduled time 

• Quality control brigade - actual time

• Packaging - whether present 

• Packing - planned time 

• Packing - actual time 

PARTS 
AVAILABILITY

• ITEM (order) - whether it occurs

• ITEM (order) - number of parts

• ITEM (order) - delay (number of days) 

NOVELTY 
FACTOR

• Details brand new

• Details altered

ASSEMBLY 
TECHNOLOGY -
TIME

• ITEM (order) - planned date of beginning of assembly

• ITEM (order) - planned date of completion of assembly

• ITEM (order) - planned assembly time

• ITEM (order) - actual assembly time

• ITEM (order) - actual assembly start date

• ITEM (order) - actual date of completion of assembly

• Actual assembly time - start of assembly

• Actual assembly time - completion of assembly

• Actual assembly time - number of hours of assembly
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In order to unify the sources, tabular files in xlsx format were chosen as the output 

format. In view of this, multiple sources of different data were obtained. In the next step, 

an analysis of the meaning of the designations of successive fields within the acquired data 

tables was carried out. The purpose of the analysis was to interpret and label the columns 

adequately for modeling purposes. At the same time, the usefulness of individual 

indicators was assessed. As a result, field designations were supplemented as well as 

redundant data or redundant ones were removed. 

The next step was to select files so that they express the planned data model. The data 

model directly responds to the needs described in business terms. The data were selected in 

detail and described. In view of this, on the basis of the criterion of data belonging to the 

model, those files and those fields were selected that will be used to draw up the target 

research model. 

Due to the size of the source files as well as the number of instances of cases 

represented, it was decided that the data model preparation work would be performed 

using the pandas library implemented in Python. The analyses were carried out from the 

Anaconda environment. 

In order to maintain consistency - according to the adopted model - the data was 

integrated at the level of the project number and adequately the production order number. 

Further adequately, inversely to the normalization process, further ranges of data were 

integrated, expanding the model with the necessary dimensions. So that, as a result, the 

collected data represented the desired range, i.e.: resource availability, part availability, 

novelty factor and assembly technology - time (fig. 4). 

 

 
 

Fig. 4. Data import into the environment 
 

An important step in implementing .xlsx type files into the pandas library is to prepare 

them. All columns should be described as clearly as possible. Missing data in the cells are 

marked as NaN.  

Figure 5 shows a fragment of an excel file and its implementation into the pandas 

library (fig. 6). 

 

 

Fig. 5. An excerpt from the excel file implemented into the pandas library 
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Fig. 6. Implemented excel file for pandas library 

 

The entire ETL process was using the following python commands. At first, the flat file 

data was implemented as a DataFrame. In the next stopper from the merge command, a left 

join was performed to successively expand the scope of the data. 
To be consistent - in accordance with the adopted model - the data was integrated at the 

level of the project number and, correspondingly, the production order number (fig. 7). 

 

 

 

Fig. 7. Joining data on production order 

The result was a file representing the desired data model, consisting of with 583129 

rows and 81 columns (fig. 8). After cleaning, organizing and completion work, the data 

was exported to a csv format file. A fully described and integrated data model was 

obtained, which will be used for further analysis using artificial intelligence methods. 



93 
 

 

Fig. 8. Output data model 

6. SUMMARY AND CONCLUSIONS 

Working according to the CRISP-DM model, we can achieve good quality model 

results. By going through the stages of business understanding, data understanding and 

data preparation, we were able to analyze the relevant data for building the model in the 

next steps. Such a basis will help in testing various artificial neural network models. The 

research carried out so far allows us to conclude that it is possible to develop a model using 

neural networks, which, after entering the input parameters, will generate information on 

the output about the estimated assembly cycle of the machine. The indicated model can be 

used to support analytical, planning and decision-making processes. Hence, identifying 

decision-making processes and improving the accuracy of decision-making affects the 

smooth operation of any organization by successively making appropriate changes to the 

model and observing their impact. 

The development of a model using SSN can be based on the following steps: 

developing training sets and test sets and finding the best SSN structure. The developed 

method will be able to be used in enterprises as an intelligent system to support efficient 

and accurate estimation of the assembly time of machines not yet ordered. This will allow 

to increase the accuracy of enterprises' work, claims in meeting given production 

completion dates, and will increase competitiveness in the market. The system will be 

ready for implementation in production conditions for small batch and unit production. 
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