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Abstract 

This paper explores the application of various machine learning techniques to model 

the optimal measurement time required after machining with a probe on CNC machine 

tools. Specifically, the research employs four different machine learning models: 

Elastic Net, Neural Networks, Decision Trees, and Support Vector Machines, each 

chosen for their unique strengths in addressing different aspects of predictive modeling 

in an industrial context. The study examines the input parameters such as material type, 

post-processing wall thickness, cutting depth, and rotational speed over measurement 

time. This approach ensures that the models account for the variables that significantly 

affect CNC machine operations. Regression value, mean square error, root mean 

square error, mean absolute percentage error, and mean absolute error were used to 

evaluate the quality of the obtained models. As a result of the analyses, the best 

modeling results were obtained using neural networks. Their ability to accurately 

predict measurement times can significantly increase operational efficiency by 

optimizing schedules and reducing downtime in machining processes. 
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1. INTRODUCTION  

Workpiece probes, also known as touch probes, are now standard equipment on CNC 

machine tools. They are used to position the object in the working space of the machine and 

to measure the manufactured elements. Measurements of elements manufactured on CNC 

machines are performed both during and immediately after machining (Guiassa & Mayer, 

2011; Kamieńska-Krzowska et al., 2007; Kwon, et al., 2006a). This makes it possible to 

check the conformity of the element before it is removed from the machine tool, which is 

much faster and cheaper than using coordinate measuring machines. It should be noted, 

however, that workpiece probe measurements are much less accurate than those made with 

CMMs. The uncertainty of measurement on a CNC machine using a touch probe is 

influenced by many factors, and determining it is a complex issue. Probe manufacturers 

typically specify a unidirectional repeatability of 2σ as a parameter to characterize the 

inaccuracy, which is a small component of the uncertainty budget. CNC machines use 

control and measurement systems for probe-based measurements, so the geometric and 

positioning accuracy of the machine, as well as the accuracy of the standards used in it, are 

much more critical to the accuracy of the measurements (Jacniacka & Semotiuk, 2011; 

Kwon, et al., 2006b; Sałamacha & Józwik, 2023). The authors of works (Blecha et al., 2022; 

Jacniacka et al., 2010) have experimentally estimated that the measurement uncertainty with 

probes does not exceed 2 µm. Given that this 2 µm uncertainty is within the manufacturing 

tolerances commonly used in the industry, it is considered to be very small. Therefore, it is 

critical to minimize the influence of external factors on the measurement results obtained on 

CNC machines. One such factor is the thermal expansion of the workpiece due to the heat 

generated during the cutting process. 

Heat balance models in the cutting process have been developed and are well-known for 

many years (Olszak, 2008). In simplified terms, they assume that heat from the cutting zone 

is dissipated in fixed proportions respectively to the workpiece, chip, tool, and surroundings. 

In reality, the distribution of heat flow depends on various technological parameters used. In 

the context of post-machining thermal deformations of the workpiece, the most significant 

factor is the amount of heat delivered to it, which decreases with increased cutting speed and 

feed rate (Bobrov, 1975; Fleischer et al., 2007). The heat generated during the cutting 

process raises the temperature of the workpiece, affecting machining accuracy and tool wear 

(Wang et al., 2010). As a result of this heat, thermal deformations occur in both the 

workpiece and the tool. When measuring the accuracy of machined components, it is 

therefore crucial to understand the quantity and distribution of the process heat transferred 

to the workpiece. Several analytical studies aim to determine the amount of heat generated 

during the cutting process and its distribution, as well as its impact on machining accuracy 

(Li & Liang, 2006; Putz et al., 2016). Even slight thermal deformations can be the reason 

for errors that exceed the expected deviation values, particularly in precision and ultra-

precision machining (Moriwaki et al., 1990; Wang et al., 2010). 

The authors of paper (Jacniacka & Semotiuk, 2011) performed machining at relatively 

low cutting speeds (vc = 80 m/min for steel and vc = 400 m/min for aluminum alloy, 

respectively) and observed that the deformations caused by heat generated in the machining 

process are significant and cannot be ignored when measuring with workpiece probes. 

However, it should be noted that the use of High-Performance Cutting (HPC) techniques, 

due to the substantial cross-sections of the cut layer and the cutting speeds, reduces the 
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amount of heat transferred to the workpiece, which can affect the thermal deformations and 

the measurement accuracy of the workpiece. 

In the literature (Kizaki et al., 2021; Shi et al., 2023; Weck et al., 1995), significant 

attention is devoted to machining errors arising from thermal deformations of machine tool 

elements, without considering the thermal deformations of the workpiece. In paper (Shi et 

al., 2023), thermal errors of the machine tool are analyzed and modeled based on the 

dimensional error of the machined parts. Measurements were conducted manually, with 

thermal errors of the machine tool being considered as the primary and practically the only 

factor affecting the value of the observed dimensional deviations. 

Based on preliminary research, the results of which were published in (Kulisz et al., n.d.; 

Pieśko et al., 2023), it can be deduced that due to the heat absorbed by the workpiece and its 

thermal inertia, changes in the volume of the workpiece occur not only during the machining 

process, but also some time after its completion. Therefore, it is crucial to determine the 

appropriate time to begin measurements after machining has ended, so that changes in the 

dimensions of the machined element do not impact the accuracy of the measurement. In 

previous studies (Kulisz et al., n.d.), the optimal time for a given range of processing 

parameters was determined based on experimental results. The novelty of this research lies 

in using the results of earlier studies to create a model that predicts the time at which 

measurements can be made for a specified range of processing parameters. To this end, an 

algorithm utilizing machine learning methods (Elastic Net, Neural Networks, Decision 

Trees, and Support Vector Machines) was developed as part of the ongoing work. Machine 

learning methods, particularly those using artificial neural networks, are increasingly 

employed in various engineering issues (Arachchige et al., 2021; Biruk-Urban et al., 2023; 

Kulisz, et al., 2022a; 2022b; 2022c). Consequently, there arose the idea to use them to 

determine the optimal time to commence measurements with an inspection probe following 

the completion of machining. 

2. METHODOLOGY 

2.1. Experimental methodology 

In order to obtain data for training an artificial neural network and then to validate the 

correct operation of the developed numerical model, experimental tests were carried out, 

including measurements of changes in temperature and geometry of the tested samples, 

according to the general scheme presented in Fig. 1. The tests were carried out on a test rig 

consisting of the following devices: 

− AVIA VMC 800HS 3-axis machining center, 

− Heidenhain TS 640 measuring probe,  

− FLIR X6580sc thermal camera, 

− Gocator 2400 laser line profile sensors. 

The tests used samples in the form of cuboid solides made of aluminum alloy EN AW-

2024 T351 and steel S235 with dimensions 105x33x50 mm (Fig. 2). Selected physical 

properties and chemical composition of the alloy EN AW-2024 T351 are summarized in 

Tab. 1. Tab. 2 shows the chemical composition and properties of S235 steel. 
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The X6580sc thermal imaging camera was used to measure the temperature and analyze 

it's distribution on the sample surface (Fig. 3). Thermographic measurements are sensitive 

to any type of interference in the form of reflections that occur on metallic shiny surfaces. 

In order to eliminate these reflections and increase the emissivity coefficient, the surface of 

the sample was covered with black matte paint with a known emissivity (0.95). 

 

Fig. 1. The plan of the experiment 

 

Fig. 2. Test samples: a) view of the model with dimensions, b) view of the sample 

Tab. 1. Chemical composition and selected properties of an alloy AW-2024 T351 (Weck et al., 1995)  

 

The concentration of chemical elements [%] 

Si Fe Mg Cu Mn Zn Li Ag Cr Zr +Ti others 

≤0.5 ≤0,5 1.5 4.2 0.6 ≤0.25 - - ≤0.1 ≤0.2 ≤0.15 

Selected physical properties 

Young's 

modulus 

E [GPa] 

Tensile strength 

Rm [MPa] 

Percentage 

elongation  

A [%] 

Specific heat 

at 20 °C 

[J/kgK] 

Coefficient of thermal 

expansion at 20°C 

[µm/mK] 

Thermal 

conductivity 

λ [W/mK] 

70 430 7 874 23 121 
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Tab. 2. Chemical composition and selected properties of a steel S235 (Weck et al., 1995) 

 

Fig. 3. Measuring temperature using a thermal camera: a) measurement method, b) localization of 

measurement points 

A TS 640 touch probe was used to measure the sample geometry. In addition, the probe 

measurement results were verified using a Gocator 2400 laser line profile sensor. Eight 

measurement points were selected along the laser beam, corresponding to the temperature 

measurement points. The method of performing the geometric measurements is shown is 

shown in Figure 4. A four-thooth carbide end-mill from SGS Tools with the symbol 44630  

was used for machining aluminum alloy, and a six-thooth coated carbide end-mill from 

SECO Tools with the symbol JS520120D2C.0Z6-NXT was used for machining steel. 

 

Fig. 4. Geometry measurement with a Gocator 2400 laser line profile sensor and TS 640 touch probe 

2.2. Modeling methodology 

The variable input parameters of the modeling process were: 

− the type of material being analyzed rm (AW 2024 alloy - 1, Steel S235 - 2); 

The concentration of chemical elements [%] 

C Mn P S N Cu 

≤0.17 ≤1.40 ≤0.035 ≤0.035 ≤0.12 ≤0.55 

Selected physical properties 

Young's 

modulus 

E [GPa] 

Tensile strength 

Rm [MPa] 

Elongation 

at break  

A [%] 

Specific heat 

at 20 °C 

[J/kgK] 

Coefficient of thermal 

expansion at 20°C 

[µm/mK] 

Thermal 

conductivity 

λ [W/mK] 

205 360-510 25 490 11 58 



 

48 

− the post-processing wall thickness g (ranging from 1 mm to 30 mm); 

− the depth of cut ap (ap = 10 mm; ap = 20 mm); 

− the rotational speed n (n = 2500 rpm; n = 15000 rpm). 

The output parameter of the models was the time after which it is possible to measure the 

processed object (measurement time). Four distinct machine learning methods—Elastic Net, 

Neural Networks (NN), Decision Trees, and Support Vector Machines (SVM)—were 

selected for the modeling of measurement time to capitalize on their unique strengths and 

approaches. The methodology for the development of this research is shown in the flowchart 

below (Fig. 5). The dataset, which consisted of 46 observations, was partitioned into a 75% 

slice for training and a 25% slice for testing, deliberately forgoing a validation subset due to 

the dataset's constrained size. 

Machine Learning Methods

Support Vector Machines

Elastic Net

Neural Networks measurement time
g

Decision Trees

rm

ap

n
 

Fig. 5. Flowchart of the research methodology 

Elastic Net, a regularized regression method that combines L1 and L2 penalization, was 

chosen for its robustness in feature selection, particularly useful in scenarios with multiple 

correlated features or more features than observations. It has been utilized to mitigate the 

issues of multicollinearity and to diminish the influence of less significant variables. Neural 

Networks, known for their powerful function approximation capabilities, were employed to 

model the complex and non-linear relationships that exist between the inputs and outputs. 

They were leveraged for their capacity to learn intricate patterns within high-dimensional 

spaces, which is essential when the relationship between parameters and outcome is not 

straightforward. Decision Trees were implemented to segment the predictor space into 

simple regions, providing a model structure that can be visualized and understood through 

if-then-else decision rules. Their transparent and interpretable nature was deemed beneficial 

for situations where the clarity of the decision-making process is paramount. Support Vector 

Machines were used for their proficiency in classification and regression tasks, especially 

due to their kernel functions that handle high-dimensional spaces well, even with non-

linearly separable data. SVMs are characterized by their focus on maximizing the margin in 

the feature space, a feature that often results in a model with high generalization ability and 

robustness against overfitting. 

The collective utilization of these methods ensured a comprehensive examination of the 

modeling task. By comparing their performances, it was possible to ascertain the most fitting 

method for accurately predicting the measurement time, thereby identifying the optimal 

solution for the specific requirements of precision and computational efficiency in the given 

context. 
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ElasticNet is a regression method that incorporates regularization to improve stability 

when dealing with noisy data. It relies on a model where the dependent variable matrix is 

determined through a set of predictor variables, influenced by a noise component. This 

technique merges the concepts of L1 regularization, popularized by Tibshirani as LASSO 

(Least Absolute Shrinkage and Selection Operator), with L2 regularization, which is central 

to ridge regression methods. Through this hybrid approach, ElasticNet is able to reap the 

advantages of both regularization methods, providing a versatile and potent tool for various 

data analysis situations. In the current model configuration, it's presumed that the response 

variables follow a Gaussian distribution, a standard assumption for regression models. A 

five-fold cross-validation technique was applied to evaluate the model's consistency and to 

prevent it from matching the noise in the training data too closely. The model explored a 

spectrum of alpha values from 0.1 up to 1.0, alongside a series of lambda values—these 

being 0.00001, 0.0001, 0.001, 0.01, 0.1, and 1. This iterative process was aimed at locating 

the alpha and lambda pair that would result in the lowest possible MSE. Post-identification, 

the chosen model was put through its paces with several statistical measures, including the 

RMSE, RIE, MAPE, and MAE (described below), to evaluate its predictive performance 

thoroughly. 

In the construction of the Neural Networks model, a single-layered network was 

employed, which is renowned for its proficiency in delineating intricate patterns with 

minimal computational demand. The neuron count in the hidden layer was dynamically 

adjusted, within a scope of 2 to 15, to fine-tune the model, a process guided by iterative 

experimentation to establish an optimal equilibrium between the model's structural 

complexity and its predictive prowess. The choice of Bayesian regularization for training 

was deliberate, aimed at enhancing generalization by tempering overfitting, particularly 

relevant given the dataset's limited volume of 46 entries. Model training was diligently 

managed to prevent overfitting, a frequent challenge in machine learning where a model 

overly aligns with the training data and underperforms on new, unseen data. To counter this, 

training was halted after six successive rises in validation error, or if there was no further 

reduction in error. This method, known as "early stopping," helps to mitigate overfitting by 

ceasing the training when the model's performance on the validation set starts to decline.  

In the methodology for Decision Tree modeling, an ensemble approach was leveraged. 

A comprehensive sweep of the number of trees, from a minimum of 50 to a maximum of 

500 with increments of 5, was systematically executed to determine the optimal forest size. 

The aim was to discern a sweet spot where the model complexity and prediction error, 

measured by Mean Squared Error, were balanced. The analytical process culminated in 

identifying the model configuration that yielded the lowest MSE, thereby nominating it as 

the most efficient. The key characteristics of this model were then systematically reported, 

outlining the number of trees and corresponding error metrics. 

In the methodology for Support Vector Machine (SVM) modeling, the emphasis was 

placed on hyperparameter optimization to refine the regression capabilities of the model. 

The hyperparameters subjected to optimization included the Box Constraint, Kernel Scale, 

and Epsilon. These were not arbitrarily chosen; their ranges were systematically defined to 

explore a space conducive to robust model performance. Bayesian optimization was utilized 

for its strategic exploration of the hyperparameter space, seeking to minimize cross-

validation loss within a 5-fold framework. This process was designed to be exhaustive within 

the predefined parameter bounds: the Box Constraint was varied to manage the trade-off 
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between classification margin and misclassification rate, the Kernel Scale to adjust the fit of 

the data in the feature space, and Epsilon to control the width of the margin within which no 

penalty is given to errors in the SVM's output. Once the optimal hyperparameters were 

determined, their values and the corresponding minimum loss were recorded. This 

information was crucial for understanding the configuration of the most effective SVM 

model within the given parameter bounds. 

Evaluating a model's performance and determining its validity and appropriateness are 

primary objectives of model comparisons. It is crucial to use evaluation metrics for models 

to estimate their optimal forecasting performance, particularly in the case of machine 

learning-based methods. Therefore, the qualitative metrics presented in Tab. 3 were used in 

the conducted research. 

Tab. 3. Quality indicators for evaluating machine learning models  

Quality indicators Formula Explanations of the symbols 

Regression value R 
R(y′, y∗) =  

cov(y′, y∗)

σy′σy∗
,

Rϵ < 0,1 > 

σy′   - standard deviation of the 

real data, 

σy∗ - standard deviation of the 

predicted data, 

yi - the real data, 

𝑦̂𝑖  - the value of the data for 

the i-th observation obtained 

from the model. 

Mean Squared Error (MSE) 
𝑀𝑆𝐸 =

1

𝑛
∑(𝑦̂𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 

Root Mean Square Error 

(RMSE) 𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑛

𝑖=1

𝑛
 

Mean Absolute Percentage Error 

(MAPE) 𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑦𝑖 − 𝑦̂𝑖  

𝑦𝑖
|

𝑛

𝑖=1

 

Mean Absolute Error (MAE) 
𝑀𝐴𝐸 = =  

1

𝑁
∑|𝑦𝑖 − 𝑦̂𝑖|

𝑁

𝑖=1

 

3. RESULTS 

3.1. ElasticNet model 

The best ElasticNet model was obtained for alpha = 1 and lambda = 0.00001. The 

evaluation of the complexity and fit of the model depending on the MSE obtained is shown 

in Figure 6. Fig. 6a illustrates the Mean Squared Error (MSE) variation with respect to 

different Alpha values for each specified Lambda value, indicating the model's sensitivity to 

the Alpha parameter in the regularization process. Fig. 6b shows the MSE in relation to 

varying Lambda values for each predefined Alpha, demonstrating how the strength of 

regularization impacts model performance. Finally, Fig. 6c provides a detailed view of MSE 

trends against Lambda values when Alpha is fixed at 1, with the optimal model configuration 

marked by a red star, representing the lowest MSE achieved. Collectively, these plots are 

crucial for fine-tuning the balance between model complexity and its ability to generalize, 

utilizing an early stopping strategy to prevent overfitting to the training data. 

The results of all qualitative parameters for the best model are shown in Table 4. With an 

alpha value of 1, the model tended toward lasso regression, emphasizing feature selection. 

The lambda value of 0.00001 indicated a preference for less regularization, allowing for 
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greater model flexibility. The model achieved a MSE = 25.2284, indicating a good fit to the 

data. The RMSE was 5.0227, providing a realistic measure of prediction dispersion. The RIE 

was 0.1757, indicating accurate predictions, and the MAPE was 0.253, indicating high 

prediction accuracy. Finally, the MAE was 3.586, further confirming the model's predictive 

accuracy. Figure 7 shows regression graphs for the total set for ElasticNet model. 

  

a) b) 

 

c) 

Fig. 6. Model Complexity and Fit Assessment through MSE, comparing a) alpha variations per Lambda 

level, b) Lambda changes per Alpha setting, and c) Lambda impact when Alpha equals 1, with the best 

model highlighted 

Tab. 4. Results of ElasticNet quality indicators 

Quality 

indicators 

Regression value (all 

data) 

MSE RMSE RIE MAPE MAE 

ElasticNet 0.93235 25.2284 5.0227 0.1757 0.253 3.586 
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Fig. 7. Regression statistics for the total set for ElasticNet 

3.2. Neural Networks model 

The artificial neural networks using the Bayesian Regularization training algorithm 

achieved the best results with 10 neurons in the hidden layer, obtained after 280 epoch. The 

training results of this network are presented in Table 5. 

Tab. 5. Results of neural network training 

Training algorithm Bayesian Regularization 

Epoch 280 

Performance 1.6 

Best training performance 1.5985 at epoch 60 

Gradient 0.55 

 

Network quality indicators are presented in Table 6. Figure 8 depicts the training and 

testing MSE over the course of 280 epochs during a machine training model training process. 

The blue line represents the MSE for the training set, and the red line shows the MSE for the 

testing set. The dotted line labeled 'Best' indicates the epoch where the best performance on 

the validation set was achieved. The best training performance, with an MSE of 1.5985, was 

reached at epoch 60.  

Tab. 6. Results of neural network quality indicators 

Quality indicators Regression value  

(all data) 

MSE RMSE RIE MAPE MAE 

Neural Network 0.99637 1.6285 1.2761 0.0447 0.0453 0.9472 
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Fig. 8. The best training performance for the NN model 

Additionally, Figure 9 presents regression graphs, with regression statistics showing an 

overall R-value of 0.99637 for the entire dataset. These charts facilitate the evaluation of the 

model's fit at various stages of the training process, demonstrating the model's accuracy in 

predicting values compared to the actual data in each set. 

 

Fig. 9. Regression statistics for the total set for neural network 

3.3. Decisions Trees model 

The next method examined for modeling was the use of decision trees (DT). This 

approach entailed adjusting the quantity of trees from a minimum of 50 to a maximum of 

500, in increments of 5 trees. Optimal results from DT modeling were achieved with a 

configuration of 290 trees. Figure 10 illustrates the MSE associated with various tree counts 

in the Decision Tree model. 
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Fig. 10. MSE as a Function of the Number of Trees for the Decision Trees Model 

Table 7 presents the outcomes of all qualitative metrics for the optimal Decision Trees 

model (290 trees). The model attained a MSE of 33.0463, which suggests a satisfactory 

alignment with the dataset. The RMSE stood at 5.7485, offering a practical estimation of the 

spread in prediction. The RIE was measured at 0.2011, reflecting precise predictions, while 

the MAPE at 0.2281 denoted a high level of predictive accuracy. Additionally, the MAE 

recorded at 4.0104, further verifies the model's precision in prediction. Figure 11 illustrates 

the regression plots for the entire dataset using the Decision Trees model. 

Tab. 7. Results of Decision Trees quality indicators 

Quality indicators Regression value  MSE RMSE RIE MAPE MAE 

Decision Trees 0.95369 33.0463 5.7485 0.2011 0.2281 4.0104 

 

Fig. 11. Regression statistics for the total set for Decision Trees 

3.4. Support Vector Machines model 

The optimal Support Vector Machines regression model was determined through a 

hyperparameter optimization process, which completed after evaluating 30 different 
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configurations over a total elapsed time of 26.5751 seconds. The optimization aimed to 

minimize the cross-validation loss over a 5-fold partition of the data. The best-performing 

model, observed through the cross-validation process, achieved a loss of 3.3763. The 

hyperparameters of this model are presented in Table 8. 

Tab. 8. The hyperparameters of SVM model 

The hyperparameters Support Vector Machines 

Box Constraint (C) 40.492 

Kernel Scale (σ) 0.78498 

Epsilon (ε) 1.8291 

These parameters were found to provide the most suitable balance between model 

complexity and generalization capability, as per the cross-validation metric used for 

evaluation. The Box Constraint controls the trade-off between allowing training errors and 

forcing rigid margins, the Kernel Scale defines the scale of the Gaussian kernel function, 

and the Epsilon sets the margin of tolerance where no penalty is given to errors. 

Table 9 presents the outcomes of all qualitative metrics for the optimal SVM model. The 

regression value of 0.93963 suggests a strong predictive relationship, and the other metrics 

provide a comprehensive overview of the model's error characteristics, with the MSE being 

26.4916, RMSE at 5.1470, RIE at 0.1801, MAPE at 0.2343, and MAE at 3.4969. Figure 12 

illustrates the regression plots for the entire dataset using the best SVM model. 

Tab. 9. Results of SVM quality indicators 

Quality indicators Regression value  MSE RMSE RIE MAPE MAE 

SVM 0.93963 26.4916 5.147 0.1801 0.2343 3.4969 

 

Fig. 12. Regression statistics for the total set for the best SVM model 

3.5. Comparison of the obtained models 

The performance comparison of the models: ElasticNet, neural network with Bayesian 

regularization training algorithm, decision trees and SVM is described in detail in Table 10. 
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Tab. 10. Comparison quality indicators of the obtained models 

Quality indicators ElasticNet Neural Network Decision Trees SVM 

Regression value (all data) 0.93235 0.99637 0.95369 0.93963 

MSE 25.2284 1.6285 33.0463 26.4916 

RMSE 5.0227 1.2761 5.7485 5.1470 

RIE 0.1757 0.0447 0.2011 0.1801 

MAPE 0.253 0.0453 0.2281 0.2343 

MAE 3.586 0.9472 4.0104 3.4969 

 

When comparing the performance metrics of machine learning models, key indicators 

provide insight into their predictive accuracy and generalizability. The regression value is 

indicative of how well the model fits the data, with values closer to 1 suggesting a better fit. 

The Neural Network stands out with a regression value nearly reaching perfection at 

0.99637, whereas other models like Elastic Net, Decision Trees, and SVM demonstrate 

strong fits as well, with values above 0.93. 

For error-based metrics, MSE and RMSE are critical. They reflect the average squared 

difference and square root of this difference between the predicted and actual values, 

respectively. Lower values are preferred, indicating higher accuracy. The Neural Network 

excels with the lowest MSE and RMSE, indicating precise predictions, while the Decision 

Trees lag with the highest values, suggesting less precision. Elastic Net and SVM fall in 

between, offering a moderate level of error in predictions. 

RIE and MAPE measure the relative errors and are significant in contexts where the scale 

of the error in proportion to the true value is crucial. Here again, the Neural Network 

achieves the lowest RIE and MAPE, implying it is most effective in capturing the relative 

trends in the data. The Elastic Net and SVM have moderate values, and Decision Trees have 

higher RIE and MAPE values, indicating a greater level of relative error. 

Lastly, the MAE measures the average absolute difference between predicted and actual 

values, giving a straightforward representation of error magnitude. The Neural Network 

achieves the lowest MAE, further solidifying its position as the most accurate model. 

Conversely, the SVM has the highest MAE, suggesting that on average, its predictions are 

further from the actual values than those of the other models. 

In summary, each quality indicator across the models paints a comprehensive picture: the 

Neural Network is consistently superior across all metrics, while Decision Trees generally 

underperform compared to the rest. Elastic Net and SVM occupy the middle ground, with 

strengths and weaknesses that may make them suitable for particular scenarios or 

preferences. 

The predicted time after which a measurement can be taken of an object processed by an 

inspection probe on a CNC machine for all analyzed cases obtained using the neural network 

model is shown in Fig. 13. The results indicate that the obtained neural network model can 

effectively predict the time after which a measurement of the processed object can be 

performed. 
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Fig. 13. Comparison of real and predicted data 

A careful and thorough analysis of the model-generated data and the real data usually 

shows a close correlation between the actual and predicted values. There are, however, 

notable deviations where the predicted values either overestimate or underestimate the actual 

times. For instance, case 17 shows the largest real measurement time of 71.03 seconds, with 

the prediction slightly underestimating at 69.9 seconds. This small discrepancy suggests that 

while the neural network model has captured the overall trend, individual predictions could 

be fine-tuned for greater accuracy. Conversely, case 29 shows an overestimation in the 

predicted value, where the real data records a measurement time of 7.57 seconds, and the 

model predicts 9.1 seconds. This kind of overestimation could be critical in planning the 

workflow of CNC machining processes, as it may suggest longer waiting times for quality 

inspection than necessary. The bulk of the predictions aligns closely with the actual data, as 

cases 1 through 16 and 30 through 46 exhibit minor differences between the real and 

predicted times. This accuracy in prediction demonstrates the neural network's potential as 

a robust tool for forecasting measurement times in a manufacturing environment, which can 

significantly aid in enhancing operational efficiency and scheduling. 

Overall, the model shows a high degree of predictive power and could be effectively 

integrated into a CNC machining workflow to anticipate post-processing inspection times, 

thereby optimizing the process and reducing downtime. 

4. CONCLUSIONS 

The primary focus is on the utilization of four distinct machine learning techniques: 

Elastic Net, Neural Networks, Decision Trees, and Support Vector Machines (SVM). Each 

method was selected to leverage its unique capabilities in handling the intricacies of 

predictive modeling in an industrial setting. 

The modeling involved variable input parameters based on the type of material, the 

thickness of the material after processing, the depth of cut, and the rotational speed. These 

parameters significantly influence the measurement time, which is critical for optimizing 

CNC machine operations. 

Based on the detailed analysis of the models using Elastic Net, Neural Networks, 

Decision Trees, and SVM for predicting measurement time on a CNC machine tool, the 
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Neural Networks model outperformed the others. This conclusion is drawn from comparing 

several key performance indicators outlined in the study. 

The Neural Networks model achieved the highest regression value among all models at 

0.99637, indicating a near-perfect fit. This model also exhibited the lowest MSE at 1.6285 

and the lowest RMSE at 1.2761, suggesting its superior accuracy in predicting measurement 

times. Furthermore, the Neural Networks model demonstrated the lowest RIE and MAPE, 

at 0.0447 and 0.0453 respectively, which signifies its high reliability in producing precise 

predictions compared to the actual data. 

In terms of practical industrial applications, the Neural Networks model's robust 

performance makes it exceptionally suitable for integration into CNC machining operations. 

Its ability to accurately predict measurement times can significantly enhance operational 

efficiency by optimizing the scheduling and reducing downtime. The model’s precision in 

capturing complex relationships between multiple input parameters and the measurement 

time is particularly beneficial for maintaining high-quality standards and improving 

throughput in manufacturing processes. 

The direction of further research will involve the development of a methodology for 

creating such models. The primary limitation of this study is its focus on a single case study, 

which may restrict the generalizability of the findings to other cases. 
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